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	1.
	Title of Course, Course Number and Credits:

Linear and Nonlinear Optimization – Math 3800




3 credits

	2.
	Description of Course: 

Iterative Algorithms, Optimization process, Linear Programming (LP): Graphical method and Simplex method. Duality and Sensitivity analysis, LP applications in business and health. Nonlinear Unconstrained problems and various Descent methods. Nonlinear Constrained optimization: Primal, Penalty and Barrier methods.

	3.
	Course Prerequisites:  

 Linear Algebra – Math 2020 

	4.
	Course Objectives:   

To introduce the basic underpinning of the field of Optimization. To bridge the gap between traditional optimization theories that concentrated on optimality conditions and practical computation methodology.  To introduce the techniques of mathematical modeling such as linear programming to solve problems of optimization that arises in business, industry, health care, etc.  To also introduce the area of nonlinear optimization which arises in life sciences and engineering. To emphasize the importance of mathematics in decision-making and the associated computational procedures. 

	5.
	Student Learning Outcomes. Students will be able to :

1. Demonstrate ability to think critically

2. Demonstrate ability to integrate knowledge and idea in a coherent and meaningful manner

3. Students taking this course will be able to:

· Appreciate the importance of mathematics in decision-making processes.

· Describe and comprehend one of the most important modeling technique.

· Convert most frequent real-life problems into optimization problems (LP problems) and solve them.
· Understand the importance of nonlinear optimization and know some of the simple computational procedures.

	6.
	Topical Outline of the Course Content:

	
	1.
	Idea of Optimization, iterative algorithms 
	1 ½ week

	
	2.
	General steps to model building
	1 week

	
	3.
	Introduction to Linear Programming: Graphical Approach
	1 weeks

	
	4.
	The Simplex Method
	2 weeks

	
	5.
	Duality and Sensitivity Analysis
	1 weeks

	
	6.
	Unconstrained problems: Necessary and Sufficient conditions
	2 weeks

	
	7.
	Descent Methods, Line search and Newton’s method
	2 weeks

	
	8.
	Constrained Optimization: Necessary and Sufficient conditions
	1 weeks

	
	9.
	Primal, penalty and barrier methods
	2 weeks

	7.
	Guidelines/Suggestions for Teaching Methods and Student Learning Activities:

Lectures are the primary teaching modality. Classroom discussions are encouraged. Regular homework assignments are given and are frequently collected for grading and feedback.

	8.
	Guidelines/Suggestions for Methods of Student Assessment (Student Learning Outcomes)

1. Three in-class examinations will be given, third being the final exam. 

2. Short quizzes and graded homework exams will be counted towards the final grade

3. Project with in-class presentation towards the end of the semester.

	9.
	Suggested Reading, Texts and Objects of Study:

Luenberger, David.G., Introduction to Linear and Nonlinear Programming, 2nd edition, Springer, New York.

	10.
	Bibliography of Supportive Texts and Other Materials:

1. Bersekas, D.P., Nonlinear Programming, Athena Scientific.  

2. Mokhtar S. Bazaraa, Hanif D. Sherali, C. M. Shetty, Nonlinear Programming: Theory and Algorithms, 2nd Edition, Wiley. 


	11.
	Preparer’s Name and Date:

Prof. S. Maheshwari, 2005

	12.
	Original Department Approval Date:  
Spring 2006


	13.
	Reviser’s Name and Date:



	14.
	Departmental Revision Approval Date:



  

Page 2 of 2

